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Architecture: Hardware

1x switch (cisco...)
7x Dell PowerEdge 1950 (Dual Xeon L5335)

16–24GB RAM
250–500GB system disk

7x HP Proliant G6 (Dual Xeon E5530)
8–70GB RAM
250–500GB system disk

6x HP Proliant G5 (Dual Xeon L5420)
8–24GB RAM
250–500GB system disk
2 x 2–4TB storage disk



Architecture: Network



Architecture: Software Stack
Hardware provisioning -- Crowbar

Cloud controller -- Nova
Network controller -- Neutron

Computation nodes -- Nova compute
4x HP G6
5x HP G5

Storage nodes -- Ceph
3x HP G6
1x HP G5



Architecture: Resource Inventory

9 computation nodes
4 storage nodes
26 floating IPs 10.75.131.224/27
104 vCPU
259GB RAM
12TB distributed mirrored storage (2 copies -- 24TB)
5 images

Fedora 18, 19
Ubuntu 12.04, 14.04
CentOS 6.5

5 VM flavors (Amazon EC2 style)



Dashboard & Tutorial

Spawning virtual machines

● From image (easy)

● From existing volume (intermediate)

● From snapshot (advanced)



Tutorial: Spawning From Image

● Volume is ephemeral (nothing is persistent)
● (at the moment) Volume does not grow to 

root disk size
● Fast creation

DEMO



Tutorial: Spawning From Volume

● Volume is persistent
● Disk size can be chosen upon creation
● Optimized for live migration

DEMO



Tutorial: Spawning From Snapshot

● Volume is “ephemerally” persistent
○ State is frozen when snapshot is created

● VM state can be saved and multiple 
instances can be spawned from the same 
snapshot

● It’s possible to create a “model” and spawn 
instances from that.

DEMO





Administration: quotas

Quotas can be defined per project:
● 51GB RAM
● 10 Instances
● 20 VCPUs
● 1TB Storage (total)
● 10 Snapshots
● 10 Volumes



Current Limitations

Internet access & VPN
Outbound traffic is limited to SSH, HTTP and HTTPS services
Inbound traffic is limited to SSH, HTTP and HTTPS only from within PoliMi 
network. VPN tunnel is required to access VMs.

VM access
VMs can be accessed only if they have an associated floating IP. The listening 
address is composed by appending the last floating octet to the IP 131.175.56.
X.

Disk size mismatch
When spawning a VM from an image, root disk is not correctly resized 
(OpenStack bug, soon to be solved).
Spawning from volume is always advised.



Future Work
Access
Policy for external access (ASICT)

Performance
Increase Ceph performance
Add SSDs for caching/journaling
Test NIC bonding

Administration
Per-project network customization

Availability
Failure and migration tests
High availability configuration
































































